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We, the Attorneys General of Massachusetts, Connecticut, Illinois, New Jersey, North 
Carolina, and Oregon, joined by the respective Attorneys General of the undersigned states, write 
to the Federal Trade Commission (“FTC” or “Commission”) in response to the August 22, 2022 
Advanced Notice of Proposed Rulemaking (“ANPR” or “Notice”) (FTC-2022-0053-0001) on 
Commercial Surveillance and Data Security. As the chief consumer protection officials in most of 
our respective states, we hope to inform the Commission as it contemplates new trade regulation 
rules governing commercial surveillance and data security. 

 
The State Attorneys General commend the FTC for its comprehensive review of corporate 

surveillance and data security in preparing the Notice. We, too, are concerned about the alarming 
amount of sensitive consumer data that is amassed, manipulated, and monetized.  Our offices 
frequently receive outreach from consumers concerned about the privacy and security of their 
information. Research supports that consumers are worried about commercial surveillance and feel 
powerless to address it.1 Many consumers believe that tracking by companies is inevitable, yet 
often do not even know what is being recorded.2 These fears intensify when they learn more about 
the commercial surveillance economy,3 and in particular consumers fear falling victim to identity 
theft and data misuse.4 A majority doubt that their data can be kept secure.5 Contributing to these 
concerns is the fact that companies are often collecting more data than they can effectively manage 
or need to perform their services.6  
  

Our consumer privacy-related enforcement actions and investigations have resulted in 
settlements that have provided significant business practice changes to strengthen data security 
and privacy going forward—but there is still more work to be done. Our submission highlights the 
heightened sensitivity of certain categories of consumer information, the dilemma of data brokers 
and how they surveil consumers, and how data minimization can help mitigate concerns 
surrounding data aggregation. 
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The Commercial Surveillance Economy Trades on Consumers’ Sensitive Medical Data, 
Biometric Data, and Location Datai 

 
Location Data 
 

Location data is a particularly valuable commodity in the digital economy. An individual’s 
location history reveals intimate details of daily life—such as where they live and work, their 
shopping habits, their daily schedule, or whether they visited the doctor or pharmacy. Even when 
aggregated or anonymized, location data is used by marketers and advertisers to take advantage of 
consumer behavior, for example, by predicting who is likely to visit a nearby store if only nudged 
by an advertisement, or by identifying the most vulnerable consumers.7 It can also be a proxy for 
improper discrimination, such as with digital redlining.8 
 

Many consumers are not even aware that their location information is being collected. For 
instance, “free” apps often come with an obfuscated or little-disclosed cost of the transfer of a 
consumer’s data. Consumers do not always understand under what circumstances they are being 
tracked in part because privacy policies and other representations are vague, confusing, go unread,9 
or are unhelpful.10 Even when the uses for consumers’ data are adequately disclosed, those 
promises often are not kept by developers, because app developers do not understand their own 
boilerplate privacy policies11 or how their third-party tools might use data.12 
 

When a consumer does wish to disable location sharing, their options are quite limited: 
turning off GPS location on a phone often is not enough, as Bluetooth,13 nearby wi-fi networks, 
IP addresses, or other identifiers are still used to determine location. Moreover, consumers who 
try to control location tracking within an app’s settings may be deceived with dark patterns.14  

 
States are recognizing the sensitive nature of this information. California, Connecticut, and 

Virginia all have laws which protect or restrict the use and collection of location data in some 
ways.15  These provide a framework to inform the Commission as it proceeds through the 
rulemaking process. 
 
Biometric Data 
 

The Commission should consider the risks of commercial surveillance practices that use or 
facilitate the use of facial recognition, fingerprinting, or other biometric technologies. At the most 
basic level, biometric data is biological data or characteristics about the unique behavioral and 
physical characteristics of individual persons.16 Companies collect various types of biometric 
data—including retina, face, and fingerprint scans—to authenticate and identify individuals. 
Companies collect employee biometric data for security purposes of entry, clocking in or out, and 
verification of identity.17 Many consumers provide this information to companies for security 
purposes or personal pursuits, such as to learn about their ancestry. But consumers are not always 
aware of when their data is collected, how it is used, or if it is resold for purposes to which they 
never meaningfully consented.18, 19  

 

 
i Addressing concerns generally raised in questions 10, 37, and 38 of the ANPR. 
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States are also recognizing the sensitive nature of this data, as evidenced by the Illinois 
Biometric Information Privacy Act (“BIPA”) and the Texas Capture and Use of Biometric 
Identifier Act (“CUBI”).20,21 Neither CUBI nor BIPA ban the capture of biometric data, but both 
provide safeguards and regulate the capture and use of this data in various ways.22  Similarly, the 
Colorado Privacy Act and Connecticut Data Privacy Act, both of which take effect in 2023, will 
require consent before the collection and use of personally identifying pieces of biometric data.23 
 
Medical Data 
 

The Commission should consider the risks of commercial surveillance practices that use or 
facilitate the use of medical data, regardless of whether the data is subject to the Health Insurance 
Portability and Accountability Act of 1996 (“HIPAA”). In our experience, HIPAA is deeply 
misunderstood by the general public.24 Consumers do not understand what information HIPAA 
protects, or who must comply with HIPAA.25 While the implementation of HIPAA resulted in the 
creation of the Privacy Rule to cover the use and disclosure of protected health information 
(“PHI”), the Privacy Rule only applies to PHI held by “covered entities,” a defined set of entities 
connected with the provision of health care.26 Medical data not necessarily covered by HIPAA is 
often referred to as health adjacent data.27 Examples of health adjacent data include data collected 
by wearables (such as smartwatches or heart monitors), health “Internet of Things” (“IoT”) devices 
(like smart scales, thermometers, pill dispensers, or sleep monitors), and health or wellness mobile 
applications.28  
 

Healthcare adjacent data is particularly sensitive, as it can be combined with other 
information to reveal intensely personal information. For instance, Google and other search 
engines store consumer internet queries, including health-related internet searches.29 A unique 
personal identifier could be linked with a website search for key medical terms, such as HIV status, 
and then transmitted to 3rd party advertisers.30  

 
A recent article also revealed that Facebook was receiving appointment scheduling 

information from hospital websites through its tracker tool.31 Another report discovered that 
mental health applications could connect with several other companies, including Facebook.32 
Small pieces of information transmitted in these ways can be aggregated into proxy data that allows 
companies to make assumptions and predictions about consumers. An example of the use of this 
proxy data occurred when Target could predict which of its customers were pregnant based upon 
who purchased unscented lotion.33 
 

Existing state privacy laws provide greater protection for healthcare adjacent data as they 
govern a broader swath of entities and information than HIPAA.34 For example, the California 
Confidentiality of Medical Information Act’s (“CMIA”) definition of “provider of healthcare” 
extends to any business that offers hardware or software, “including a mobile application or related 
device”, that is designed to maintain medical information—covering certain health care 
applications and wearables that are not subject to HIPAA.35 The law helps protect privacy by 
prohibiting publicly available information from being combined with individually identifiable 
information to create consumer profiles that would otherwise be treated as healthcare adjacent 
data. In 2020, for example, the California Attorney General enforced the CMIA against Glow, Inc. 
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for data security and consumer consent deficiencies involving Glow’s health-tracking 
application.36  
 
Data Brokers, and the Larger Surveillance Economy, Threaten Consumers’ Privacy, Security, 

and Liberty Interestsii 
 

We echo the Commission’s observation in its ANPR that data brokers are a prominent part 
of the surveillance economy but remain largely invisible to consumers. Data brokers profile 
consumers by scouring social media profiles, internet browsing history, online and offline 
purchase history, credit card information, and government records, including driver’s 
license/motor vehicle records, census data, birth certificates, marriage licenses, and voter 
registration information. Data brokers also use this information to categorize consumers into 
audiences based on susceptibility to certain advertising or likelihood to buy certain products, such 
as “Thrifty Elders,” “Truckin’ & Stylin’,” or “Underbanked.”37 These profiles—which can be 
purchased by almost anyone—can be used to dox,38 swat,39 stalk, and physically harm 
consumers.40 Despite these severe harms, the data broker economy has ballooned in size and reach 
since the Commission last surveyed the industry in 2014.41  

 
The unfairness endemic to the surveillance economy is perhaps best illustrated by how data 

brokers treat data collection versus data deletion. Data brokers do not need to obtain knowing and 
meaningful consent from consumers before tracking them and selling access to their profiles. 
Meanwhile, consumers who wish to opt out of data collection, processing, and monetization by 
data brokers must contact each of the relevant brokers separately, and, presuming the broker allows 
for and honors opt-out requests, provide them with the necessary information (often a government 
ID) to execute an opt-out. If the data broker does not permanently opt-out the consumer, the 
consumer will have to repeat this process every few months to ensure that data brokers do not 
simply recreate their consumer profile. The burden this presents to consumers demonstrates the 
asymmetric power wielded by data brokers and the overall exploitative nature of the industry.  

  
 Data brokers, technology companies, and other businesses also use surveillance 
technologies, including tracker software development kits (“SDKs”), advertising IDs, and tracking 
cookies to monitor consumers across time, space, and platforms.42,43,44,45,46 Consumers are rarely 
aware that these technologies exist or the breadth of data they can collect and transmit.47  Once a 
company collects data using these technologies, it may then aggregate that information under an 
Advertising ID—a unique identifier that can track a consumer across the web.48 Data brokers use 
these IDs to create consumer profiles built from information provided piecemeal to different 
websites or unknowingly collected from the consumer’s web browser. The danger of this scale of 
aggregation is its potential to deanonymize a consumer’s web activity. When multiple sets of data 
intersect, previously ‘anonymized’ but sensitive activity can easily be tied to individuals,49 
increasing the risk of targeted scams, unwanted and persistent advertising, identity theft, and lack 
of consumer trust in the websites they visit. 
 

While advertisers may be starting to move away from third party cookies and tracking 
SDKs, the technology that replaces them should be met with some caution.50 Advertising IDs and 
other new technology will likely continue to be used to collect information on individuals and 

 
ii Addressing concerns raised in questions 41 through 50 of the ANPR. 
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serve targeted advertisements. For example, Google has developed the Privacy Sandbox, a tool 
which places consumers into advertising “cohorts” of similar search histories.51 Similarly, Apple 
has also introduced targeted advertising, using data collected from services attached to an 
AppleID.52 With the development of these new technologies, which still allow the largest 
companies to aggregate data on both populations and individual users, consumers and their data 
remain at risk. 
  

Data Minimization May Mitigate Some of the Harms of the Commercial Surveillance 
Economyiii 

 
It is vital that the Commission consider data minimization requirements and limitations. 

The prevailing “notice-and-choice” structure is largely failing consumers. Few consumers read 
privacy policies,53 and even if they did, most policies “are long, complex, and often incomplete or 
silent on” data collection and sharing practices.54 This means that such practices are “hard or 
simply impossible to learn.”55 Moreover, as discussed in the recently released FTC Staff Report, 
Bringing Dark Patterns to Light, businesses frequently use “design elements that obscure or 
subvert consumers’ privacy choices.”56 The result is that consumers are often coerced into sharing 
more personal data than they otherwise intended to. 

 
With respect to data collection and retention, the Attorneys General encourage the 

Commission to examine the approach taken in the California, Colorado, Connecticut, Utah and 
Virginia consumer privacy laws. While the language varies among the laws, each statute mandates 
that businesses tie and limit the collection of personal data to what is “reasonably necessary” in 
relation to specified purposes.57 The provisions in Colorado, Connecticut, and Virginia are 
consistent with Europe’s General Data Protection Regulation, which states that “[p]ersonal data 
shall be . . . adequate, relevant and limited to what is necessary in relation to the purposes for which 
they are processed.”58 California’s law goes a step further and applies a “reasonably necessary and 
proportionate” standard not only to collection but also to the “use, restriction, and sharing of a 
consumer’s personal information.”59 This framework serves as a useful tool that could extend the 
protections enjoyed by a few states’ citizens to all Americans, and also ensure that businesses will 
be operationalizing known concepts. 

 
Determining whether the collection, use, sharing, or retention of particular data is 

“reasonably necessary” or “reasonably necessary and proportionate,” will require a fact-specific 
inquiry, but the Commission could offer guidance to businesses through its prior orders and in the 
rule itself. The draft regulations proposed by the California Privacy Protection Agency provide 
one reference point for this type of guidance.60 Those regulations, as modified following the public 
comment period, set forth factors for determining what qualifies as “reasonably necessary and 
proportionate” and further provide examples of what constitutes a consumer’s “reasonable 
expectations” with respect to the processing of their personal information.61 Colorado’s draft 
regulations concerning the secondary use of personal information similarly set forth a list of factors 
to consider when determining whether processing is “reasonably necessary to or compatible with” 
a specified purpose.62  The Attorneys General urge the Commission to study and potentially 
include illustrative examples of compatible and incompatible data practices. 

 
 

iii Addressing concerns raised in questions 43 and 47 of the ANPR. 
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Limiting the collection and retention of data by businesses will also improve consumer 
data security because businesses will have less data to protect and less data potentially available 
to threat actors in the event of an incident. The Attorneys General frequently investigate reported 
data breaches and often find that the impacted business failed to reasonably safeguard consumer 
data. Many breaches involve significant quantities of old or unused information or affect 
consumers who do not have ongoing relationships with the impacted business.63 In some instances, 
prior to the breach, the business did not even know that it was storing personally identifiable 
information in a particular location. 

 
For example, in January of this year, the New York Attorney General executed an 

Assurance of Discontinuance with EyeMed Vision Care, LLC, regarding a 2020 email account 
intrusion impacting approximately 2.1 million individuals.64 According to the state’s findings, the 
breached account contained emails with consumer’s personal information dating back more than 
six years.65 Then in June, 46 state Attorneys General entered into a settlement with Carnival Cruise 
Line regarding a 2019 “unstructured” data breach; unstructured breaches “involve personal 
information stored via email and other disorganized platforms” into which businesses lack 
visibility—resulting in unnecessary data retention.66 As the cost of managed storage increases, 
businesses are turning to more unstructured data solutions, leading to further risk of unnecessary 
data retention.67 Finally, in 2020, several states entered into a settlement with CafePress regarding 
a 2019 data breach in which “approximately 22 million accounts were affected, including inactive 
and closed accounts.”68 The Commission’s recent complaint and order with CafePress regarding 
the same incident alleged that the company “created unnecessary risks to Personal Information by 
storing it indefinitely on its network without a business need.”69  

 
Each of these settlements included data retention and/or deletion requirements designed to 

ensure that the company would not unnecessarily retain consumer data going forward, leaving it 
vulnerable to compromise. Data minimization requirements may help businesses to prospectively 
evaluate and modify their data retention policies and schedules, mitigating potential future harms 
to consumers.  
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Conclusion 
 

We thank the Commission for the opportunity to provide comment on the Commercial 
Surveillance ANPR. As a part of the rulemaking process, we encourage the Commission to 
consider how it can promote fairness, transparency, and accountability to consumers—and we 
hope the Notice leads to a Rule that serves as a critical tool to address misconduct and prevent 
consumer harm. 
 
Respectfully Submitted, 
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